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Abstract: Many applications in medicine, public health, engineering, and biological sciences have discrete
responses (nof necessarily binary) and/or occurrences that are rare or exceptional and follow the Poisson
distribution. However, such responses are over-dispersed or under-dispersed. For such situations generalized
Poisson regression models (GPR) is more appropriate. In this paper, assumptions and properties of GPR are
explored from a public health point. An application of GPR is illustrated and applied to a data set. Poisson
regression (PR) and GPR models are used to identify relationships between covariates and the response variable.
The Wald t test is used for testing the significance of each regression parameter, Based on the dispersion
parameter and the goodness-of-fit measure for each data, the GPR mode! performs better than the PR model.
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i. INTRODUCTION

In numerous scientific experimenis, frequently, the
response or dependent variable is a count generated
by processes in which the number of incidents is due
10 a rare or chance event, and that rare or chance
eveni obeys the principle of randomness. In such
cases, the type of data can be fitted by a Poisson
model. In theory, data of the Poisson distribution
should have its mean equal 1o its variance. However,
in reality, data arising from groups or individuals
(e.g., smdy populations) are statistically dependent
within a group, so the observed variance of the data
may be larger or smaller than the corresponding
mean.

There are a number of approaches to dealing with
count data, or data arising from accummuiaied or
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aggregaied binomial (or multinomial) trials.  The
more familiar is the Poisson regression (PR) model,
which has been commonly used for the analysis of
cell frequencies in cross-tables, and somewhat less
for “event-count™ kinds of studies, and a2 modification
of it to deal with over-dispersion may involve the
negative binomial regression model.  But, the
generalized Poisson regression {GPR) model has
shown statistical advantages over standard Poisson
regression, negative binomial regression, generalized
negative binomial regression, and generalized linear
models in the event of fitting count data that may be
over-dispersed or under-dispersed or equi-dispersed.
The GPR model provides a versatile approach for
analyzing count random variables and their
relationships to other variables or covariates.

Consul [1989] presented pioneering work on a
gencralization of Poisson distribution. A number of



studies have also suggested various models o deal
wilh exfro-Poisson variation data [Manton er af,
1981 Cox, 1983; Efron. 1986, Lawless 1987, Stein
and Juritz, 1988; Breslow, 1990; Singh and Famoye.
1993;}. Approaches and models for analyzing over-
dispersed Poisson data and Poisson rates include
generalized linear models [Nelder and Wedderbum,
1972} asymumetric maximuim likelihood methods and
methods using double-exponentia! familiss [Efron,
19861: and Bayesian overdispersed models and quasi-
likelihood methods fLu and Morris, 19941,

Singh and Famoye [1993] used and highly
recommended the GPR model instead of the PR
mode} in their analvsis of life iable and follow-up
datz. They indicated that the PR model was not
appropriate o analyze an exira-Poisson variation
survival data set using a Polsson regression model.
applied the GPR model to study the relation between
chromosome aberrations and radiation dose in uman
lymphocytes.

2. THE GENERALIZED POISSON
REGRESSION MOBEL

Let ¥, be a count response variable that follows a
generalized Poisson distribution. Then the mean and
variance of ¥, are given by
E({F %)= 4, 0
and
v,

xi)m#j(i—i—a#i}: {2

where i, = ,Lii(x,-) = ﬁxp(x;ﬁ}e

X, is a (k-1) dimensional vector of covariates,

!

is & k~-dimensional vector of regression parameters
and ¥y, =0, 1, 2, ..

The generalized Poisson regression medel is 2
generalization of the standard Poisson regression
(PR) model. When o = 0 the probability function
reduces to the PR model. Within the framework of
PR model, the equality constraint is chserved
between the conditional mean E{Y, |x;} and the
conditional variance V(¥ |x,) of the dependent
variable for  each cbservaton. Ia  practical

applications, this assumption is often unirue since the
variance can cither be larger or smaller than the
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mean. If the variance is nol equal to the mean, the
estimates in PR model are still consistent but are
imefficient. which leads to the invalidation of
inference based on the estimated standard errors.

When o > 0, the GPR model represents count data
with over-dispersion and when o < 0, the GPR model
represents count data with under-dispersion. In (1), &
is called the dispersion parameter and it can be
estimated along with the regression coefticients in the
GPR model.

The estimates of « and P in the GPR model (1) are
obtained by using the method of maximum
likelihood. The log-likelihood function of the GPR
mode! and partial derivatives are given in

Wala [1999].

The initial estimate of o can be taken io be zero.
Alternatively, an inifial o can beg obtained by
cquating the chi-square statistic to its degrees of
freedom. This is given by

L=k, (3)

where V{7, | x, }is given by {(2).

3. GOODNESS OF FIT AND TEST FOR
DISPERSION

The goodness-of-fit of GPR model can be based on
the deviance statistic. The deviance statistic can be
approximated by a chi-square distribution if the ny's
atre large. We use the log-likelihood value to measure
the goodmess-cf-fit of the regression models. The
regression model with a larger log-likelihood value is
better than the one with a smaller value.

The GPR model reduces to the PR model when o =
0. To assess the adequacy of the GPR model over the
PR model, we test the bypothesis

H, =0 against H_a=0 (4)
This tests for the significance of the dispersion
parameier. Whenever {7, is rejected, one should use
the GPR in place of the PR model for the given data.
To cary out the fest in {4), one can use the
asymptotically normal Wald type *7 statistic defined

as the ratio of the estimate of « to its standard error.
An alternative test for the hypothesis in {4) is to use



the likelihood matic ftest statistic, which o s
approximately chi-square distributed with one degree
of freedom when the null hypothesis is true.

4. APPLICATION

The data were taken from a home interview survey of
1095 U.S8. houscholds conducted in June 1978 by
Cambridge Systematics, Inc. for the National Science
Foundation {CSI, 1979]. The data were collected for
each trip taken by all members of the sampicd
households during the 24 hours prior {0 the date of
the actual interview. Terza and Wilson [1990]
analyzed the CSI data, which identified five possible
trips by destination such as. work, shopping, personal
business, school, and social. They indicated that the
frequency of total trips taken by houscholds varies
from 0 to 44. They also observed that trips to home
were excluded, since this type of trip will necessarily
be taken whenever at least one other type of frip is
taken.

No attempt was made to deal with the issue of trip
chaining, whereby travelers visit a number of
destinations before returning home. After deleting
cbservations containing missing values, 577
observations remain.  Thus, the sample data is
comprised of 377 households of whom 490 owns at
least one vehicle. From the CSI data, Terza [1993]
defined a count response varigble and tem
independent variables {or covariates).

The assumptions are as follows: (i) that unobservable
factors relating to houschold members’ taste for
public trapsit in the trip frequency regression may be
correlated with vehicle ownership; (ii) household that
are positively disposed towards the use of public
transportation will have higher tip frequencies
because their wansit mode options are less
constrained such a positive attitude towards public
transit may be a component of an cverall favorable
view of intra-metropolitan travel motivated by a
desire to avail one self of various wban amenities
(regardless of the mode of transportation); (iif) if this
is the case, ownership of vehicle by a household and
the unobservable in the trip frequency regression will
be positively correlated; (iv) if one’s affinity for
public transit is primarily motivated by disdain for
the adverse aspects of private modes of transportation
(¢.g., traffic congestion, parking problems, eic.) then
correlation between vehicle ownership and the
unobservable component of the regression model will
be negative.
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Terza and Wilson [1990] indicated that the frequency
of total irips taken by househelds varies from 0 to 44,
The means and variances of trips are shown (in
brackets): work {1.02, 2.30); shopping (1.05, 4.04);
personal business (0.35, 1.92}, school (0.21, 0.51);
and social (1.72, 7.43). They also observed that trips
to home were excluded, since this type of trip will
necessarily be taken whenever at least one other type
of trip is taken,

Significant parameter cstimates were discussed by
Terza and Wilson [1990] For examgple, thev found
that {i) number of houschold members takes a
positive sign in the Poisson section of the models,
and in the logit section in the case of shopping and
school trips; (i) holding the number of adults
constan! and increasing houschold members {ie.,
adding children), increases the nuinber of trips taken,
and increases the odds of trips being taken for
shopping or school purposes; (ili) an increase in the
number of individuals in houscholds tends to
decrease the number of work and personal business
trips relative to social trips; also, an increase in the
number of individuals in households tends to increase
the total mumber of trips taken; and {iv) it is
conceivable that frequencies of different types of
trips conld vary over periods of different length.

Using the same data set, Terza [1998] applied fuil
information maximum lkelihood, two-stage method
of moments, and nonlincar weighted least squares
estimation procedures to model delerminants of
household trip frequencies. Terza extended the count
daia regression models 1o account for endogenous
switching and ifs two most common incarnations--
endogenous {reatment effects and sample selection
Terza found that both corrected and uncorrected
parameter estimates indicate that vehicle ownership
exerts 4 positive and significant influence on trip
frequency; and that the corrected results reject the
exogeneity of d, (0 is significantly different from
zero) and indicate that the structural effect of vehicle
ownership on tip frequency will be understated if the
endogeneity of d; is ignored,

Dependent vartable:_ Y, is the number of trips taken
by members of the ith household in the 24-hour
period immediately prior to the survey interview,
where i=1,2.3,.. 577,

Independent variable: WORKSCHL is the percentage
of total trips for work or school versus personal
business or pleasure performed by individeals in the
household. HFMEM is the number of individuals in
the household. DISTGCBD is the disiance from
home to the central business district in kilometers;



AREASIZE is 1 if Standard Metropolitan Statistical
Area (SMSA), where home is located, contains at
least 2.5 million population. FULLTIME is the
number of full time workers in household. ADULTS
is the number of aduits or individuals at least 16 years
of age in household, DISTONOD is the distance from
home to nearest transit node, in blocks. REALINC is
the houschold income divided by median income of
census tract in which houschold resides. WEEKEND
is 1 if 24-hour survey period is either Saturday or
Sunday. d; is 1 if household owns at lcast one
motorized vehicle, where =12, 577,

According to Terza [1998] d; is a dummy variable in
which the likelihood that the houschold owns a
vehicle was represented by the following latent
ordingl index variate; zix +v;, where v;is the random
error term and z inchudes all of the clements in the
independent variables except WEEKEND and o
denotes a vector of unknown parameters. The
variable d; is a binary switching variable and a
heterogeneity term, The observed vehicle ownership
outcomes are modeled such that d; is L, if and only if
zo 4 v; > 0; or 0, otherwise. The mean and variance
of the dependent variable were 4.5511 and 24,3554,
respectively, This is an indication of over-dispersion.
Therefore, the regression parameiers from the
standard Poisson regression model are consistently
estimated, but the standard errors are biased
downwards leading to the rejection of more null
hypotheses. The negative binomial regression modet
is applicable here, since it can oniy be applied to
count data with over-dispersion. The generalized
Poisson regression is applicable here, since it can be
applied to count data with over-dispersion, equi-
dispersion, or under-dispersion.

The characteristics of the Poisson process arc as
follows: (1) the occwrrences of the cvents are
independent; (2) theoretically, an infinite number of
occurrences of the event must be possible in the
interval; (3) the probability of a single cccurrence of
the event in a given interval is proportional to the
length of the interval; and (4) in any infinitesimally
small portion of the interval, the probability of more
than one occurrence of the event is negligible.

The two key assumptions underlying the Poisson
distribution are that the rate is constant and that the
counts in one interval of Hme or space are
independent of the counts in disjoint intervals.
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These assumptions are often not met. For example,
suppose that insects are counted on leaves of plants,
were deposited in groups, there might be clustering of
the insects and the independence assumption might
fail. The leaves are of different sizes and occur at
various locations on different plants; the rate of
infestation may well not be constant over the
different locations. Furthermore, if the insects
hatched from eggs that If counts cccurring over time
are being recorded, the underlying rate of
phenomenon being studied might not be constant.

We note from the Tables 1 the estimates of dispersion
parameter using GPR model is positive indicating
over-dispersion. The Wald t-statistic for testing the
null hypothesis of H,: « = 0 is significant. Thus, the
dispersion parameter « is significantly different from
zero. The PR model is not appropriate for this
particular data set since we reject the null hypothesis
H,: o =0, From Table 2 the GPR mode] is preferred
to the PR model based on all three goodness-of-fit
measures: Pearson’s chi-square, deviance, log-
likelihood. For example, the GPR model has a
smaller deviance than the PR model. The estimated
log-tikelihood values for GPR model is -1374.8166,
whereas it is ~1636.1103 for the PR model indicating
better fits using GPR models.

The parameter estimates from the both models (PR,
and GPR) are somewhat similar. This is expecied, as
estimates from these models are consistent. Tabular
results indicate that not accounting for the over-
dispersion, the standard errors from the PR model arc
under estimated. Consequently, the t-statistic for
testing the significance of each regression parameler
is genemally upward biased for the PR model
Houschold family size, the number of full time
workers in household, distance from home (o nearest
transil station. and ownership of motorized vehicle
are statistically significant and directly related to
household trip frequencies, The effects of the number
of adults and of total household trips for work or
schoo! versus business or pleasure are negative and
statistically significant. For example, the perceniage
of total trips for work or school versus personal
business or pleasures lowers the frequency of
household trips by about 34%.



Table 1: The effects of selected covariates on household trip frequencies: comparing
Poisson Regression, and Generalized Poisson Regression models.

Variable Poisson Regression (PR) Generalized Poisson Regression (GPR)
Estimate SE t-value  Estimate SE t-value
Constant 04159 (,1268 -3.2778*% -0.35014 01612 -3, 1110%
WORKSCHL  -0.4457  0.0695  64141% 03362 01386  -2.4239%
HHEMEM 0.2192 Q0141 155978% 0.2391 0.0316 7.5574%
DISTOCBD -0 0018 0.0015 -1.2194  -0.0011 0.0025  -0.4475
AREASIZE 00284 00442  -0.6425 -0.0366 0.0802 ~3.4568
FULLTIME 03073 0.0283 10.8347* 0.3818 0.0583 6.5527%
ADULTS -0.1929 00281 -6.8364% 02007 0.0587  3.4218*
DISTONOD 0.0054 00012 4.4067%  0.0063 0.00253 25377
REALINC 0.0269 0.0062  4.3343*%  0.0245 0.0130  1.8799
WEEKEND -0.0635 00489 -1.3002 0.0093 0.0900 0.1029
d, 14058 0.1232 11.4152% 13040 0.1496 87153%*
o 0.1649 0.0138  11.9435%

SE denotes asymptotic standard error; *significant at 0.03 level

Table 2: Good of it test measure.

Goodness-of-fit

fest measures PR GPR
Pearson’s

Chi-square 1841.0340 1867.5236
Deviance 17291169 6357078
Log-

Likelihood - 1636.1103 - 1374 8166
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5. DISCUSSION

In surmmary, we found that (i) holding the number of
adults constant and increasing housshold members
(e.g.. adding children), increases the frequency of
trips being taken; (ii) an increase in the number of
trips for work or school taken by household members
tends to decrease the number of trips for personal
business or pleasure; (i) an increase in the number
of individuals in houscholds tends to increase the
total number of household trips taken; (iv) an
increase in the number of full-time individuals in the
housecholds 1ends to increase the total number of
houschold trips taken;, {v) household income is
positively elated to the number of houschold trips
taken; {vi) the closer houschold members are to
transit stations the more trips are taken; and {vii) the
number of household trips taken during weekdays are
imversely proportional fo the number of trips taken
during the weekends.



{n this paper, we described nounlinear regression
techniques appropriate for the analysis of household
irip frequencies data. The GPR and BNR models
confirms results from Terza and Wilson [1990] and
Terza [1998]. It has been shown that GRP model
gives better fits than standard Poisson regression
model when estimating determinants of household
trip frequencies.
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